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Outline Lecture 

•  Descriptive statistics 
–  ‘First stage’ statistics, summarizing the sample data 
–  Descriptive statistics include proportions, means, variances, covariances, 

correlations 
–  Used to characterize a population 

•  Inferential statistics 
–  Statistics to generalize the information obtained form the measured sample 

to the population 

•  Analysis methods 
–  Numerous methods to analyse the data 
–  Choice of method depends on question asked as well as on the data available 

•  Analyses tools 
–  R 



Outline Lecture 

•  Descriptive statistics 
–  ‘First stage’ statistics, summarizing the sample data 
–  Descriptive statistics include proportions, means, variances, covariances, 

correlations 
–  Used to characterize a population 

•  Inferential statistics 
–  Statistics to generalize the information obtained form the measured sample 

to the population 

•  Analysis methods 
–  Numerous methods to analyse the data 
–  Choice of method depends on question asked as well as on the data available 

•  Analyses tools 
–  R 



What is R? 

•  Statistical programming environment with a command interface 
•  SAS, SPSS, STATA – box standard so!ware with pre-de"ned 

algorithms 
•  Typical R session 

–  R console 
–  R script 
–  R graphic window 



R Environment 



R Reading 



Managing your R session? 

> getwd()      # Where does R save/retrieve "les? 
> dir()        # What "les are there? 
> setwd()      # Where would you like to save/retrieve "les? 
> ls()        # What is in the current environment? 
> a <- 1:10      # Make an object 
> installed.packages()   # R lists all installed packages 
> help.start      # Main help vigne#e 
> ?t.test        # Query a function 
> install.packages(“psych”)  # Install package 
> library(psych)    # Make package available 
> help(package=‘psych’)#Query whole package 
> rm()        # Remove unwanted objects    



Reading In Data 

•  # helpful packages 
–  “foreign” 
–  “RODBC” 
> data <- read.table()  # general import 
> data <- read.delim()  # tab delimited "le 
> data <- read.csv()  # comma separated values 
> data <- read.spss()  # SPSS 
> data <- read.dta()  # STATA 

•  # Other useful functions 
> dim()       # returns the number of rows and columns 
> head()     # quick look at "rst 6 rows of the data 
> tail()      # quick look at last 6 rows of the data 
 
 



Managing data 

•  R has data structures: vectors, matrices, arrays, data frames 
•  Structures can be operated on through functions that perform 

statistical analyses and create graphs 
•  > head(d) 

•  > class(d) 
  
 



> head(d) 

 
•  Make new variable 
> d$bmi <- NA   # new variable has all missings 
> d$bmi <- d$weight/(d$height/100)^2 
> head(d)   

Make	
  new	
  variable	
  



> head(d) 
 
 
 
 
•  Subset data.frame (columns) 
> vars <- c(“ID”, “IQ”, “gender”) 
> d.2 <- d[vars] 
 
•  Subset data.frame (rows) 
> d.3 <- d[which(d$gender=="female"),] 

  
 

Subse0ng	
  



Graphics 

 
 ?plot()  # low level plo#ing function 

 
Usage 
plot(x, y, ...) 
Arguments 
x  the coordinates of points in the plot. Alternatively, a single plo#ing structure, 
function or any R object with a plot method can be provided.   
y  the y coordinates of points in the plot, optional if x is an appropriate structure.  
…  Arguments to be passed to methods, such as graphical parameters (see par). 
Many methods will accept the following arguments: 



Graphics 

 
 

#  Selection of useful parameters	
  

main	
  an overall title for the plot	


	
  	
  

xlab	
  a title for the x axis	


	

	



ylab	

a title for the y axis	


	


las 	

numeric in {0,1,2,3} parallel, horizontal, perpendicular, vertical	


	


cex 	

A numerical value giving the amount by which plotting text and symbols should be magnified relative to 
the default	


	


col 	

colour of the points that are being plotted	


	


lty 	

The line type. Line types can either be specified as an integer (0=blank, 1=solid (default), 2=dashed, 
3=dotted, 4=dotdash, 5=longdash, 6=twodash) or as one of the character strings "blank", "solid", "dashed", 
"dotted", "dotdash", "longdash", or "twodash", where "blank" uses ‘invisible lines’ (i.e., does not draw them).	


	


lwd 	

The line width, a positive number, defaulting to 1. The interpretation is device-specific, and some devices 
do not implement line widths less than one. (See the help on the device for details of the interpretation.)	
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Descriptive statistics 

•  Used to check whether the sample and variable characteristics are 
representative of the population 

•  Provide information about the distribution of the data 
•  Check whether statistical assumptions that are necessary to test 

hypotheses are met 
•  Explore data  

–  differences between subgroups  
–  outliers 
–  trends 
–  correlations 
 



Scale of measurement 

–  Nominal 
•  Gender (male, female) 
•  Religion (Christianity, Islam, Baha’i, Hinduism) 
•  Political affiliation (liberal, labor, republican) 

–  Ordinal 
•  Educational level (primary, secondary, university) 
•  Rank orders (1st, 2nd, 3rd) 
•  Political orientation (le!, centre, right) 

–  Interval 
•  Temperature on Celsius scale (-3°C, 10°C, 25°C) 
•  IQ scores (70, 80, 110, 145) 

–  Ratio 
•  Ruler (inches or centimeters) 
•  Years (of work experience) 
•  Income (in $$ per year) 



Descriptive statistics 

•  Proportion/probability 
> var.x/n 

•  Mean 
> mean(var.x) 

•  Variance  
> var(var.x) 

•  Standard deviation 
> sd(var.x) 

•  Covariance  
> cov(var.x,var.y) 

•  Correlation 
> cor(var.x,var.y) 
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Hypothesis testing 

•  Dealing with sample, not population data  
•  Aim to generalize the information obtained from the sample to 

the population  
•  H0 = null hypothesis, H1 = alternative hypothesis 
•  Statistical tests used to keep or reject the H0 

•  Dealing with sample, so possibility of errors must be considered 
•  α is the maximum allowable probability of incorrectly rejecting 

the H0 (false positive result) 



Hypothesis testing 



Probability distributions 

•  Describe how the values of a random variable are distributed 
•  Binomial distribution: E.g., collection of all possible outcomes of a 

sequence of coin tossing 
•  Normal distribution: E.g., the means of sufficiently large samples of a 

population  

•  Characteristics of these theoretical distributions are well 
understood 

•  Can be used to make statistical inferences on the entire data 
population 



Binomial distribution 

•  Discrete probability distribution that describes the outcome of n 
independent trials in an experiment. 

•  Each trial has 2 outcomes (e.g., heads or tails) 
 

•  Example: exam with 12 multiple choice questions, each 
question 5 possible answers, only 1 is correct.  
•  What is the probability of having exact four correct answers by chance? 

	
   	
  >	
  dbinom(4,size=12,prob=0.2)	
  A:	
  0.1329	
  
•  What	
  is	
  the	
  probability	
  of	
  having	
  four	
  or	
  less	
  correct	
  answers	
  
by	
  chance?	
  

>	
  pbinom(4,size=12,prob=0.2)	
  A.	
  0.93	
  
	
  

	
  
 



Poisson distribution 

•  'e probability distribution of independent event occurrences in an 
interval.  

 

•  Example: 'ere are 12 cars crossing a bridge per minute on average. 
•  What is the probability of having 17 or more cars crossing the bridge in a 

particular minute? 	
   	
  	
  
>	
  ppois(16,	
  lambda=12)	
  	
  #	
  lower	
  tail	
  (default	
  in	
  R),	
  A=0.90	
  	
  

	
   	
  >	
  ppois(16,lambda=12,	
  lower=FALSE),	
  A=0.10	
  
	
  
	
  

	
  
 



Normal distribution 

•  'e probability density function of the normal distribution is 
 

•  If a random variable follows a normal distribution: X~N(μ, σ2)  
•  Example: Test scores of an exam "t a normal distribution. Mean test 

score is 72 and standard deviation is 15.2.  
•  What is the percentage of students scoring 84 or more?	
   	
  	
  

   > pnorm(84, mean=72, sd=15.2, lower.tail=FALSE). A=0.21 
	
   	
  	
  

	
  

	
  
 



Sampling distributions 

•  'eoretical distribution of the expected values of a test statistic 
•  What we would observe if we repeatedly collected random samples 

form a population and computed the value of the statistic for each 
sample 

•  E.g., normal distribution, chi-squared distribution, binomial 
distribution 

	
   	
  	
  
	
  

	
  
 



Sampling Distribution - step-by-step 

•  Consider normal distribution: N(μ, σ2) 
•  Repeatedly take samples and calculate      for each sample 
•  Calculated means follow a normal distribution 
•  Standard deviation of the sampling distribution of the mean is called 

the standard error 
•  Standard error of the mean:  

	
  	
  
	
  

	
  
 

x



Sampling Distribution - example 

•  Assume two populations with test scores 
•  μ1 = 32 and μ2=22 
•  σ2

1= 60 and σ2
2= 70 

•  n1 = 10 and n2 = 14 
•  What is the probability that the mean of the sample of population 

1 exceeds the mean of the sample of population 2 by 5 or more?  
•  Sampling distribution of the difference between two means 

	
  	
  
	
  

	
  
 



Sampling Distribution - example 

•  Compute means of two samples (M1 and M2) 
•  Compute difference between means (M1 - M2) 
•  Mean of sampling distribution of difference between means is: 

•  Compute variance of the sampling distribution 
 
  
•  Remember: variance of the sampling distribution of the mean is   

•  'us, standard error of the difference between means is 

	
  
	
  

 



Sampling Distribution - example 

•  μ1 = 32 and μ2=22 
•  σ2

1= 60 and σ2
2= 70 

•  n1 = 10 and n2 = 14 

•  'us, the sampling distribution is normally distributed with                     
a mean of 10 and a standard deviation of 3.317 

	
  

	
  
 



•  What is the probability that the mean of the sample of population 
1 exceeds the mean of the sample of population 2 by 5 or more?  

•  Using Z-scores and the Z-table, we can look up the probability: 

•  Shaded area is the probability that the mean  
 of the sample of population 1 will exceed the  
 mean of sample of population 2 by 5 or more 

•  Probability is 0.934 
   
 
 

> pnorm(5, mean=10, sd=3.317, lower.tail=FALSE). A=0.934 
>1-pnorm(-1.507) 
 

	
  
	
  

Sampling Distribution - example 
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Difference in means 

•  t-test 
– H0 : μ1 = μ2 

– H1 : μ1 ≠ μ2 or H1 : μ1 > μ2 

> t.test (var.x, var.y) 
 

  
  

  



Difference in means 

 

  
  

  



Difference in means 

 

  
  

  



Simple regression 

•  Linear model in which we predict outcome 
variable y from explanatory variable x 

•  Using least squares estimation: 

  

  



  

  



Multiple regression 

•  Linear model in which we predict outcome 
variable y from q explanatory variables x1…xq 

•  Individual regression coefficients can be assessed 
using the t-statistics (est/std.error) 

 

  

  



  

  

Exploring	
  the	
  data	
  



  

  

Fi0ng	
  the	
  model	
  



  

  



Logistic regression 

•  Generalized Linear Model (GLM) in which we 
predict outcome variable y (binary) from q 
explanatory variables x1…..xq 

•  Using logit link function: 

•  'e logit of a probability is the log of the odds of 
the response taking the value one 

 

 

  

  



  

  

Crea=ng	
  disease	
  variable	
  



  

  

Increase	
  of	
  1	
  IQ	
  point	
  increases	
  
the	
  log-­‐odds	
  of	
  ASD	
  by	
  an	
  
es=mated	
  0.02	
  

easier	
  interpreta=on:	
  
convert	
  to	
  odds-­‐ra=o	
  



  

  

Comparing	
  full	
  and	
  reduced	
  model	
  
using	
  ANOVA	
  


