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• The University of Queensland (UQ) acknowledges 
the Traditional Owners and their custodianship of 
the lands on which we meet.

• We pay our respects to their Ancestors and their 
descendants, who continue cultural and spiritual 
connections to Country.

• We recognise their valuable contributions to 
Australian and global society.
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General Information:

• We are currently located in Building 69

           Emergency evacuation point

• Food court and bathrooms are located 
in Building 63

• If you are experiencing cold/flu 
symptoms or have had COVID in the 
last 7 days please ensure you are 
wearing a mask for the duration of the 
module



Data Agreement
To maximize your learning experience, we will be working with genuine human 
genetic data, during this module.

Access to this data requires agreement to the following in to comply with human 
genetic data ethics regulations

If you haven’t done so, please email <ctr-pdg-admin@imb.uq.edu.au> with your 
name and the below statement to confirm that you agree with the following:

“I agree that access to data is provided for educational purposes only and that I 
will not make any copy of the data outside the provided computing accounts.”



Learning materials
Instructions to access WiFi/desktop/server:

https://suave-pillow-de4.notion.site/Instruction-to-Computing-Resources-
dcba658c9a584e6d80a443c5d64042d8?pvs=4

The winter school server is available until 15th July 2024 (2 weeks after the course)

Slides and practical notes for this module:

https://cnsgenomics.com/data/teaching/GNGWS24/module5/

https://suave-pillow-de4.notion.site/Instruction-to-Computing-Resources-dcba658c9a584e6d80a443c5d64042d8?pvs=4
https://suave-pillow-de4.notion.site/Instruction-to-Computing-Resources-dcba658c9a584e6d80a443c5d64042d8?pvs=4
https://cnsgenomics.com/data/teaching/GNGWS24/module5/


Module structure

• Understand what polygenic scores (PGS) are [Lecture 1]

• How to evaluate PGS prediction accuracy [Lecture/Prac 2]

• Learn the basic and advanced methods to calculate PGS

• Basic method [Lecture/Prac 1]

• Best linear unbiased prediction [Lecture/Prac 3]

• Bayesian methods [Lecture/Prac 4] 

• Summary-data-based methods [Lecture/Prac 5]

• Our pipeline how to generate a PGS from start to end [Lecture/Prac 6]

Approx.  40 min Lecture | 5 min break | 40 min Prac | 5 min break 

Jian Zeng Tian Lin

Valentin Hivert Fleur Garton



Polygenic scores (PGS)

Polygenic scores (PGS) predict individual genetic values of complex traits using genome variations.

Polygenic risk scores (PRS) are predictors of the genetic susceptibilities of individuals to diseases.

Head in the clouds                   Head in the sand

Source: Strachan & Read Human Molecular Genetics 3.



History of PGS

2019
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A brief history of PGS in humans & agriculture
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Lande & 
Thompson 
(1990) 
introduced 
the concept 
of “molecular 
score”. 

Meuwissen 
et al. (2001) 
coined 
“genomic 
selection” 
using dense 
SNP arrays. 

Illumina 
Bovine 
SNP50 chip 
(2008) 
evolved 
dairy 
industry. 

MacLeod et 
al. (2016) is 
the first 
method to 
incorporate 
biological 
information. 

Vilhjálmsson 
et al. (2015) 
is the first 
method to 
use GWAS 
summary 
statistics.

Purcell et al. 
(2009) first 
applied to 
GWAS data 
(schizophre
nia) with P+T 
method. 

Khera et al 
(2018) 
found 
equivalent 
risk to 
monogenic 
mutations. 

New methods 
(since 2016) 
LDpred2, RSS, 
SBayesR, BayesRR-
RC, MegaPRS, 
PRS-CSx, PolyPred, 
SBayesRC, etc 

Henderson 
(1975) 
introduced 
Best Linear 
Unbiased 
Prediction 
(BLUP).

Livestock 
breeding 
(from 1980s) 
adopted 
BLUP as a 
routine 
method.

Mavaddat 
et al (2019) 
applied to 
breast 
cancer 
and its 
subtypes. 

Inouye et 
al. (2018) 
is a major 
study in 
coronary 
artery 
disease. 



What’s in a name?

• PRS- Polygenic risk score
• GPRS- Genomic or  genetic profile risk score
• PGS -Polygenic score
• GRS - Genetic risk score
• rsPS – restricted to significant polygenic score
• gePS – global extended polygenic score
• Multi-SNP score (usually this uses only single nucleotide polymorphisms (SNPs) 

that are genome-wide significant, hence the same as gePS)
• MetaGRS – a PRS constructed from genetic data for the disease/trait of 

interest plus from other correlated traits
• MTAG-GRS/PRS a PRS constructed from GWAS data from multiple correlated 

traits
• Genetic score
• Genotypic score
• Allele score
• Profile score
• Linear predictor (this of course is a generic term, but has been used to 

describe PRS when risk alleles are the only predictors)



Theory and methodology 

of polygenic scores (PGS) 

are built on 

our understanding of 

“polygenicity” 

in complex traits.

Height

Schizophrenia

Obesity



Common diseases are polygenic
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Common diseases are polygenic

ISC (2009)

PGC Wave 1 (2011)

Ripke et. al. (2013)

PGC Wave 2 (2014)

Lam et. al. (2019)

PGC Wave 3 (2020)Study
ISC (2009)

N Cases

PGC Wave 1 (2011)

N Loci

Ripke et. al. (2013)
PGC Wave 2 (2014)
Lam et. al. (2019)

PGC Wave 3 (2020)

 2601
 8228
12971
35476
56418
67390

  0
  3
 11
 97
176
248

0

50

100

150

200

250

0 20000 40000 60000
Number of Cases

As
so

cia
ted

 Lo
ci 

p <
 5x

10
−8

2011 PGC Wave 1

2014 PGC Wave 2

2022 PGC Wave 3



● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●
●

● ●
●

●

● ● ● ● ●

●

● ●
●

●
● ● ● ● ● ●0

10

20

30

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

T1D

●
●

● ● ● ●

● ●
●

● ● ●

●
● ● ●

●
●

●

●
● ●

● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●

● ● ● ●

●

●
● ●

● ●
● ● ● ● ● ● ●

●
● ● ●0

5

10

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

RA

●
●

●
● ● ●

● ●

●

●
● ●

●

●
● ●

●

●

●

●

● ●

● ●

● ● ● ●

● ●
●

●
● ●

● ● ● ●
●

●

●
●

● ●

● ●

● ●

●

●

● ●
●

●

● ● ● ● ●

●

●
●

● ● ● ●0.0

2.5

5.0

7.5

1 2 3 4 5 6 7 8 9 10 111213141516171819202122
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

CD

●

●

●

●
● ●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ●

● ● ● ● ● ● ● ●

●

● ● ● ● ● ● ● ● ●
● ● ● ●0

2

4

6

8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

CAD

●

●

●

●
● ●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ●

● ●
● ● ● ● ● ● ●

●

● ● ● ● ●

●

● ● ● ● ● ●0

2

4

6

8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)
T2D

●

●

●

● ● ●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●
●

● ●
● ● ● ●

● ●
●

● ● ●
● ● ● ● ● ●

●
●

● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●0

2

4

6

8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

HT

●

●

●

● ● ●

● ●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●0

2

4

6

8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

BD

●

●

●

●
●

●

● ●

●

●
● ●

●

● ●
●

●

●

●

●

● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●0.0

2.5

5.0

7.5

1 2 3 4 5 6 7 8 9 10111213141516 171819202122
Chromosome

Va
ria

nc
e 

ex
pl

ai
ne

d 
(%

)

SCZ

Mixture component
●

●

●

10−4 x σ2
g

10−3 x σ2
g

10−2 x σ2
g

Many polygenic genetic architectures

Mixture component
●

●

●

10−4 x σ2
g

10−3 x σ2
g

10−2 x σ2
g

Type 1 Diabetes Rheumatoid Arthritis Crohn’s Diseasse

Coronary Artery 
Disease

Type 2 Diabetes

Bipolar Disorder Schizophrenia

Hypertension

small
middle
big

Many DNA variants contribute to 
genetic risk, and most have very 
small effects.



Polygenic disease for an individual

900 DNA polymorphic sites

RV =risk variant

Frequency of risk variant at each site: 0.1 (p)

Average person 900*2*0.1 = 180 risk variant

Mean +/- 3SD:   142 to 218

Toy 
example

0 Grey: Homozygote no risk alleles (or equivalently 2 protective alleles)
1 Blue : Heterozygote one risk allele (and one non-risk/protective allele)
2 Red:  Homozygote two risk alleles

Count of RV in population



Polygenic disease for an individual
• We all carry 

risk variants for 
all diseases.

• Robustness

• Those affected 
carry a higher 
burden.

• Non-genetic 
factors 
contribute to 
risk too

• Each person 
carries a 
unique 
portfolio of risk 
alleles

 



Polygenic score
“True” polygenic score

Genetic variance between people attributed to all genetic factors V(A) ℎ! = "($)
"(&) heritability



Polygenic score
“True” polygenic score

Genetic variance between people attributed to all genetic factors V(A) ℎ! = "($)
"(&) heritability

Not all variants captured 
on genotyping arrays 

Genetic variance between people attributed to all genetic factors 
associated with SNPs on genotyping arrays

ℎ'(&! = ℎ)! =
𝑉(𝐴: 𝑆𝑁𝑃)
𝑉(𝑃) 

SNP − based	heritability



v PGS have a theoretical upper limit dependent on the heritability of 
the trait (how much of the variance of trait values between people is 
attributed to genetic factors).

v PGS have a technical upper limit associated with the proportion of 
variance tagged by the DNA variants measured. 

v PGS have a practical upper limit dependent on the sample size of 
the discovery sample used to estimate effect sizes of risk alleles, and 
the quality of the discovery sample.

v PGS can be pushed closer to the technical upper limit  by the 
statistical methodology used to generate the optimal weighting 
given to the risk alleles, and new methods integrate new biological 
data.

ℎ!

ℎ'(&!

𝑅!

Current:
11% Liability
AUC 0.74

Max:
25% Liability
AUC 0.84

Polygenic scores cannot 
be highly accurate 
predictors of phenotypes

Schizophrenia

Limitations in prediction accuracy



Will people withOUT known family history have high PGS?
Maybe, and that’s important!

Family history

Grey: Homozygote: Two non-risk/protective alleles – always passes a non-risk allele to child at the locus
Red:  Homozygote: Two risk alleles – always passes a risk allele to child at the locus
Blue: Heterozygotes: One risk allele & one non-risk allele – 
   passes a risk allele 50% of the time & a non-risk allele 50% of the time 



Children (Parents: 171 & 189)

Children of 
these parents 
Mean: 180
+/-3SD: 153-207

Population
Mean: 180
+/-3SD: 142-218

No family 
history, but by 
chance 
segregation of 
alleles has high 
genetic risk

Genetic variance 
within the family



Will people with known family history have high PGS?
Maybe, maybe not!!

Family history

Grey: Homozygote: Two non-risk/protective alleles – always passes a non-risk allele to child at the locus
Red:  Homozygote: Two risk alleles – always passes a risk allele to child at the locus
Blue: Heterozygotes: One risk allele & one non-risk allele – 
   passes a risk allele 50% of the time & a non-risk allele 50% of the time 



Children (Parents: 206 & 180)

Children of 
these parents 
Mean: 193
+/-3SD: 166-220Genetic 

variance 
within the 
family

Population
Mean: 180
+/-3SD: 142-218



Summary

• Complex traits are polygenic, with many variants of small effects.

• Prediction accuracy is limited by heritability, SNP set, sample size & 
statistical method.

• Substantial genetic variation within the family (half of that in the 
whole population).

• A high PGS is mostly a consequence of genetic sampling.



Evaluations and applications



Polygenic scores

4. Evaluate
Y=  b*PGS + e
R2 = var(b*PGS)/Var(Y)

PGS = !𝛽!𝑥"! + !𝛽#𝑥"# + !𝛽$𝑥"$ +⋯	= ∑%&!
'!"# )𝛽%𝑥"%

• A weighted count of risk alleles

0, 1 or 2
Risk alleles Which SNPs?

What weights?

• Don’t need to know causal variants for prediction!
• Prediction can be based on correlated variants.

AUC statistic:
Probability that a case ranks 
higher than a control



Evaluating PRS

Khera et al (2018) Genome-wide polygenic scores for common diseases identify individuals 
with risk equivalent to monogenic mutations. Nature Genetics

Torkamani et al, Nat Rev Genetics, 
2018

1 in 21

1 in 46

1 in 61

Different views of the same data
1 in 9Top 1%



Breast Cancer

Mavaddat et al (2019) Polygenic Risk Scores for Prediction of Breast Cancer and Breast Cancer 
Subtypes. AJHG

AUC 313-SNPs  0.63

PRS313, respectively, compared to only 9% of breast cancers
in women in the lowest 20% of the distribution.
We observed a decline in the relative risk with age for

ER-positive disease but not ER-negative disease. Even for
ER-positive disease, however, the predicted relative risk,
under a linear model, only declined from 1.89 at age 40
to 1.67 at age 70. While there was some indication of a
lower relative risk below age 40 (estimated as 1.63 in the
test set; Figure S2), these results indicate that PRS313 is
broadly applicable at all ages. We observed an attenuation
of the association between breast cancer family history and
breast cancer risk after adjustment for the PRS (!21% for

ER-positive, !12% for ER-negative disease). This finding
is broadly in line with the predicted contribution of the
PRS to the familial relative risk of breast cancer. The PRS
was predictive in women with and without a family his-
tory of breast cancer, but the OR was slightly lower in
women with a family history, at least for ER-positive dis-
ease. This might reflect a weaker relative effect of the PRS
in carriers of BRCA1 or BRCA2mutations.28 We note, how-
ever, that the absolute differences in risk by PRS will be
larger in women with a family history. These results indi-
cate that the joint effects of family history and PRS need
to be considered in risk prediction.

Figure 3. Cumulative and 10-Year Absolute Risk of Developing Breast Cancer
Cumulative and 10-year absolute risk of developing breast cancer for (A) overall breast cancer, (B) ER-positive disease, and (C) ER-nega-
tive disease by percentiles of the 313 SNP polygenic risk scores (PRSs). Note different scales and PRS categories in the different panels. The
red line shows the 2.6% risk threshold corresponding to the mean risk for women aged 47 years. Absolute risks were calculated based on
UK incidence and mortality data and using the PRS relative risks estimated as described in the Material and Methods.

The American Journal of Human Genetics 104, 21–34, January 3, 2019 31

33%

2.5%



Increase prediction accuracy….
Combine PRS with known risk mutations
Breast cancer

Kuchenbaecker et al: Evaluation of polygenic risk scores for breast and ovarian cancer risk prediction in BRCA1 and 
BRCA2 mutation carriers. J Natl Cancer Inst (2017)

Age, yr

BRCA1 
carriers



Increase prediction accuracy….

Polygenic risk 
scores alone

Polygenic risk scores plus all 
conventional risk factors
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Inouye et al (2018) Genomic risk prediction of CAD in 480K adults. JACC

Combine PRS with conventional risk predictors
Coronary Artery Disease



Polygenic risk score applications in psychiatry
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Polygenic risk score applications in psychiatry
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Goal: 
• Understandable by interested clinician
• Technically accurate – backed up in 

Supplement & Rscript

PRS could contribute to 
clinical decision-making for 

those presenting with 
symptoms but where formal 

diagnosis is unclear.
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Polygenic risk score applications in psychiatry

Graham Murray,
UoCambridge

Tian Lin, UQ

Jehannine Austin,  
UoBritish  Columbia

John 
McGrath, UQ

Goal: 
• Understandable by interested clinician
• Technically accurate – backed up in 

Supplement & Rscript

PRS could contribute to treatment choices, 
but more data are needed to allow 
development of PRS in this context. 
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UQ & 
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One 
disease

Disease 2

Disease 10Disease 9Disease 7 Disease 8 Disease 11

Disease 3 Disease 4 Disease 5 Disease 6

Disease 12 Disease 13 Disease 15Disease 14 Disease 16

Justify for one disease and the rest come for free!



Methodology and challenges



Polygenic risk score methods

PRS = !𝛽!𝑥"! + !𝛽#𝑥"# + !𝛽$𝑥"$ +⋯	= ∑%&!
'!"# )𝛽%𝑥"%

A weighted sum of the count of risk alleles

How many SNPs?
Which SNPs?
What weights? 

Basic method:
Clumping & P-value thresholding 
(C+PT):

• Select most associated SNP in 
tower – LD-based clumping

• Select on a p-value threshold



Polygenic risk score methods
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A weighted sum of the count of risk alleles

How many SNPs?
Which SNPs?
What weights? 

Basic method:
Clumping & P-value thresholding 
(C+PT):

• Select most associated SNP in 
tower – LD-based clumping

• Select on a p-value threshold

Index 1Index 2



Polygenic risk score methods
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A weighted sum of the count of risk alleles

How many SNPs?
Which SNPs?
What weights? 

Basic method:
Clumping & P-value thresholding 
(C+PT):

• Select most associated SNP in 
tower – LD-based clumping

• Select on a p-value threshold



Polygenic risk score methods

PRS = !𝛽!𝑥"! + !𝛽#𝑥"# + !𝛽$𝑥"$ +⋯	= ∑%&!
'!"# )𝛽%𝑥"%

A weighted sum of the count of risk alleles

How many SNPs?
Which SNPs?
What weights? 

New methods model 
genetic architecture

40

LDpred-Inf
SBLUP

LDPred2
SBayesC

SBayesRBSLMM



Table 1. Summary of Methods Used to Generate Polygenic Scores

Method Distribution of SNP Effects (b)
Tuning
Sample

Predefined
Parameters

Parameters Estimated in
Tuning Sample

PC1T None Yes – p-value threshold

SBLUP
bwN

 

0;
h2g
m

!

h2g: SNP-based heritability, m: number of SNPs; l ¼ mð1 2 h2gÞ=h2g

No l

LD radius in kb
–

Ldpred2-Inf Same as SBLUP No h2g
LD radius in cM or kb

–

LDpred-funct bjwN ð0; cs2j Þ

PM

j¼1
1s2j .0cs

2
j ¼ h2g, c is a normalizing constant, s2j is the expected

per SNP heritability under the baseline-LD annotation model
estimated by stratified LDSC from the discovery GWAS within
LDpred-funct software

No h2g
LD radius in number of
SNPs

–

LDpred2

bjw

8
><

>:

N

 

0;
h2g
pm

!

; with probability of p

0; with probability of 12p

When sparsity is “true,” the bj for SNPs in the (1 2 p) partition are
all set to zero

Yes h2g
p software default

values, LD radius in
cM or kb

p, sparsity

Lassosum fðbÞ ¼ yTy1ð1 2 sÞbTXT
r Xrb 2 2bTXTy1sbTb12 lkbk11

Xr : n 3 m matrix of genotypes of LD reference sample, where n is
sample size

Yes LD blocks l, s

PRS-CS
bjwN

!
0;
s2

n
jj

"

jjwG ða; djÞ
djwG ðb;fÞ,f is a global scaling parameter

Yes a = 1, b = 0.5
n
LD blocks

f

PRS-CS-auto Same as PRS-CS, but estimates f from the discovery GWAS No a = 1, b = 0.5
n
LD blocks

–

SBayesR

bj j p;s2bw

8
>>>>>>>><

>>>>>>>>:

0; with probability of p1

N ð0;g2s
2
bÞ; with probability of p2

«

N ð0;gcs
2
bÞ; with probability of 12

XC21

c¼1

pc

s2bwInv 2 c2 ðd:f : ¼ 4Þ
piwDirð1Þ, estimated from discovery GWAS in SBayesR software
gi are scaling parameters

No LD radius in cM or kb
C = 4
g software default

values

–

MegaPRS Lasso: bjwDE ðl =sjÞ
Ridge regression: bjwN ð0; vs2j Þ

BOLT-LMM: bjw

8
>>><

>>>:

N

 

0;
ð12 f2Þsj2

p

!

;with probability of p

N

 
0;

f2sj2

12p

!
; with probability of 12p

f2 is the proportion of the total mixture variance in the second normal
distribution

BayesR: similar to SBayesR with C = 4, and pi and gi estimated in the
tuning sample

s2j is the expected per SNP-heritability under BLD-LDAK model using
SumHer

Yes LD radius in cM
or kb

Parameters used
in BLD-LDAK

Grid search parameter
values for each
method

The tuning cohort is used to
estimate the parameters
that maximize prediction
for each model, and from
these the model that
maximizes prediction is
selected

Distributions: N: normal distribution; G: gamma distribution; Inv 2 c2: inverse chi-squared distribution, Dir: Dirichlet distribution; DE: double
exponential distribution; kbk11 ¼

P
i jbi j. When h2g (SNP-based heritability) is a predefined parameter, it is estimated from the discovery GWAS,

where discovery GWAS is the genome-wide set of association statistics (SNP identification number, reference allele, frequency of reference
allele, association effect size for reference allele, standard error of effect size, association p value, sample size). Bold indicates matrix notation,
and italic indicates scalar notation. All methods require a reference sample with genotypes to model LD between SNPs.

cM, centimorgan; GWAS, genome-wide association study; kb, kilobase pair; LD, linkage disequilibrium; SNP, single nucleotide polymorphism.
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A Comparison of Ten Polygenic Score Methods
for Psychiatric Disorders Applied Across Multiple
Cohorts
Guiyan Ni, Jian Zeng, Joana A. Revez, Ying Wang, Zhili Zheng, Tian Ge, Restuadi Restuadi,
Jacqueline Kiewa, Dale R. Nyholt, Jonathan R.I. Coleman, Jordan W. Smoller, Schizophrenia
Working Group of the Psychiatric Genomics Consortium, Major Depressive Disorder Working
Group of the Psychiatric Genomics Consortium, Jian Yang, Peter M. Visscher, and
Naomi R. Wray

ABSTRACT
BACKGROUND: Polygenic scores (PGSs), which assess the genetic risk of individuals for a disease, are calculated as
a weighted count of risk alleles identified in genome-wide association studies. PGS methods differ in which DNA
variants are included and the weights assigned to them; some require an independent tuning sample to help
inform these choices. PGSs are evaluated in independent target cohorts with known disease status. Variability
between target cohorts is observed in applications to real data sets, which could reflect a number of factors, e.g.,
phenotype definition or technical factors.
METHODS: The Psychiatric Genomics Consortium Working Groups for schizophrenia and major depressive disorder
bring together many independently collected case-control cohorts. We used these resources (31,328 schizophrenia
cases, 41,191 controls; 248,750 major depressive disorder cases, 563,184 controls) in repeated application of leave-
one-cohort-out meta-analyses, each used to calculate and evaluate PGS in the left-out (target) cohort. Ten PGS
methods (the baseline PC1T method and 9 methods that model genetic architecture more formally: SBLUP,
LDpred2-Inf, LDpred-funct, LDpred2, Lassosum, PRS-CS, PRS-CS-auto, SBayesR, MegaPRS) were compared.
RESULTS: Compared with PC1T, the other 9 methods gave higher prediction statistics, MegaPRS, LDPred2, and
SBayesR significantly so, explaining up to 9.2% variance in liability for schizophrenia across 30 target cohorts, an
increase of 44%. For major depressive disorder across 26 target cohorts, these statistics were 3.5% and 59%,
respectively.
CONCLUSIONS: Although the methods that more formally model genetic architecture have similar performance,
MegaPRS, LDpred2, and SBayesR rank highest in most comparisons and are recommended in applications to
psychiatric disorders.

https://doi.org/10.1016/j.biopsych.2021.04.018

Polygenic scores (PGSs), which assess the genetic risk of
individuals for a disease (1,2), are calculated as a weighted
count of genetic risk alleles in the genome of an individual, with
the risk alleles and their weights derived from the results of
genome-wide association studies (GWASs) (3). PGSs can be
calculated for any trait or disease with sufficiently powered
GWASs (discovery samples), and accuracy of PGSs applied in
independent GWAS target samples will increase as discovery
sample size increases. As genetic factors capture only the
genetic contribution to risk and as PGSs capture only part of
the genetic risk, PGSs cannot be diagnostically accurate risk
predictors [see review (4)]. Nonetheless, for many common
complex genetic disorders, such as cancers (5,6) and heart
disease (7,8), there is increasing interest in evaluating PGSs for
early disease detection, prevention, and intervention (9–11).

There are now many methods to calculate PGSs, and the
methods differ in terms of two key criteria: which DNA variants
to include and what weights to allocate to them. In this article,
for simplicity, we assume that the DNA variants are single
nucleotide polymorphisms (SNPs), but other DNA variants
tested for association with a trait can be used. While stringent
thresholds are set to declare significance for association of
individual SNPs in GWASs, PGSs are robust to inclusion of
some false positives. Hence, the maximum prediction from
PGSs tested in target samples may include nominally associ-
ated SNPs. The optimal method to decide which SNPs to
select and what weights to allocate to them may differ among
traits depending on the sample size of the discovery GWAS
and on the genetic architecture of the trait (the number, fre-
quencies, and effect sizes of causal variants), particularly given
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power) if a tuning cohort needs to be excluded from the dis-
covery GWAS. In all our analyses, the tuning cohort was
excluded from all GWAS discovery samples so that the GWAS
discovery sample was not variable across methods for each
target cohort. Our results show that the tuning cohort can have
considerable impact (Figures 1 and 2). In our results, the tuning
cohort that generated higher PGSswasmethod dependent and
differed between cohorts. For the methods that used tuning
samples, the larger tuning samples (swe6 and gras) mostly
generated higher prediction statistics compared with the two
smaller tuning samples (lie and msaf), but the differences were
not statistically significant. Although methods SBLUP,
LDpred2-Inf, LDpred-funct, PRS-CS-auto, and SBayesR
require no tuning cohort, they serve as a benchmark, as the
differences in their results reflect differences in the changed
discovery samples (e.g., msaf is in the discovery sample when
swe6 is the tuning cohort, and vice versa) as well as the sto-
chasticity inherent in the Gibbs sampling of Bayesian methods.

Impact of MAF/INFO Threshold

A MAF threshold of 0.1 and an INFO threshold of 0.9 were
used to be consistent with applications in the PGC SCZ (30)
and PGC MDD (24) studies, which had been imposed recog-
nizing that these thresholds generated more robust PGS re-
sults than using lower threshold values. In the second
sensitivity analysis applied to the SCZ data, the MAF threshold
was relaxed to 0.05 or 0.01 (Figure 3). The prediction

evaluation statistics increased for some cohorts and
decreased for others (trends with sample size were not sig-
nificant). PC1T was more impacted that the other 9 methods.
Across target cohorts, different evaluation statistics were
almost identical when including less common SNPs (Table S3
in Supplement 2). Relaxing the INFO score to 0.3 had a
negligible effect (Figure S5 in Supplement 1).

DISCUSSION

Comparison of PGS risk prediction methods showed that all 9
methods that directly model genetic architecture had higher
prediction evaluation statistics over the benchmark PC1T
method for SCZ and MDD. While the differences between
these 9 methods were small, we found that MegaPRS,
LDpred2, and SBayesR consistently ranked highest. Given that
the PGS is a sum of many small effects, a normal distribution
of PGSs in a population is expected (and observed, as shown
in Figures S6–S9 in Supplement 1). In idealized data, such as
the relatively simple simulation scenarios usually considered in
method development, all evaluation statistics should rank the
methods in the same order, but with real data sets this is not
guaranteed. This is the motivation for considering a range of
evaluation statistics. Our focus on statistics for those in the top
10% of PGSs is relevant to potential clinical utility. In the
context of psychiatry, it is likely that this will focus on people
presenting in a prodromal state with clinical symptoms that
have not yet been recognized to be specific to a diagnosis

Figure 1. Prediction results for schizophrenia
case/control status using different polygenic score
(PGS) methods. The PGSs were constructed from
schizophrenia genome-wide association study
summary statistics excluding the target cohort and a
tuning cohort (shading legend). Each bar reflects the
median across 30 target cohorts; whiskers show the
95% confidence interval for comparing medians. (A)
The area under the receiver operator characteristic
curve (AUC) statistic can be interpreted as the
probability that a case ranks higher than a control.
(B) The proportion of variance explained by PGSs on
the scale of liability, assuming a population lifetime
risk of 1%. (C) The odds ratio when considering the
odds of being a case comparing the top 10% vs.
bottom 10% of PGSs. (D) The odds of being a case
in the top 10% of PGSs vs. the odds of being a case
in the middle of the PGS distribution. The middle was
calculated as the averaged odds ratio of the top 10%
ranked on PGSs relative to the 5th decile and 6th
decile. PC1T (also known as P1T) is the benchmark
method and is shown in orange. The methods that
use an infinitesimal model assumption are shown in
pink. The methods that model the genetic architec-
ture are shown in green; light green shows the
methods using a tuning cohort to determine the
genetic architecture of a trait, and dark green shows
the methods learning the genetic architecture from a
discovery sample, without using a tuning cohort.
MegaPRS using the BLD-LDAK model that assumes
the distribution of single nucleotide polymorphism
effect depends on its allele frequency, linkage

disequilibrium, and function annotation is shown in dark orange. MegaPRS assigns 4 priors to each single nucleotide polymorphism: LASSO, Ridge, BOLT-
LMM, BayesR. Each prior has different hyperparameters that are identified using the tuning cohort. The dashed gray lines are the maximum of the average
across the 4 tuning cohorts. The sample sizes of the tuning cohorts are swe6, 1094 cases, 1219 controls; lie2, 137 cases, 269 controls; msaf, 327 cases, 139
controls; and gras, 1086 cases, 1232 controls.
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• Random effects models > fixed effects 
models

• Mixture models > non-mixture 
(infinitesimal) models



Liu et al (2015) Association analysis identifies 38 susceptibility loci for IBD and highlight shared genetic risk across populations. Nat Gen 2015

Crohn’s Disease
rg EUR-ASN 0.76

Ulcerative Colitis
rg EUR-ASN 0.79

Issues
• Same causal variants

• Different allele frequencies
• LD differences
• Different effect sizes

• Different causal variants
• GxE
• Different phenotype

European Asian European Asian

In general:
We expect common causal 
variants to be shared across 
ancestries

But correlation structure differs

PERSPECTIVE NATURE GENETICS

and heterogeneity of sub-phenotypes among countries must also be 
considered.

Differences in environmental exposure, gene–gene interactions, 
gene–environment interactions, historical population-size dynam-
ics, statistical noise, some potential causal effect differences and/or 
other factors further limit the generalizability of PRS in an unpre-
dictable, trait-specific fashion46–49. Complex traits do not behave in 
a genetically deterministic manner: some environmental factors 
dwarf individual genetic effects, thus creating outsized issues of 
comparability across globally diverse populations. Among psychi-
atric disorders, for example, schizophrenia has a nearly identical 
genetic basis across East Asians and Europeans (rg = 0.98) (ref. 40),  
whereas the substantially different rates of alcohol-use disorder 
across populations are partially explained by differences in avail-
ability and genetic differences affecting alcohol metabolism50. 
Although nonlinear genetic factors explain little variation in com-
plex traits beyond a purely additive model51, some unrecognized 
nonlinearities and gene–gene interactions can also induce chal-
lenges to genetic-risk prediction, because pairwise interactions 
are likely to vary more across populations than individual SNPs. 
Mathematically, this scenario can simplistically be considered in 
terms of a two-SNP model, in which the sum of two SNP effects 
is likely to explain more phenotypic variance than the product of 
the same SNPs. Some machine-learning approaches may thus mod-
estly improve PRS accuracy beyond current approaches for some 
phenotypes52, but improvement is most likely for atypical traits with 
simpler architectures, known interactions and poor prediction gen-
eralizability across populations, such as skin pigmentation53.

Limited generalizability of PRS across diverse populations
To date, multi-ancestral work has been slow in most disease areas54, 
thus limiting even the opportunity to assess PRS in non-European 
cohorts. Nonetheless, some previous work has assessed prediction 
accuracy across diverse populations in several traits and diseases 
for which GWAS summary statistics are available and has identified 

large disparities across populations (Supplementary Note). These 
disparities are not simply methodological issues, because various 
approaches (for example, pruning and thresholding versus LDPred) 
and accuracy metrics (R2 for quantitative traits and various pseudo-
R2 metrics for binary traits) illustrate this consistently poorer per-
formance in populations distinct from discovery samples across a 
range of polygenic traits (Supplementary Table 1). These assess-
ments are becoming increasingly feasible with the growth and pub-
lic availability of global biobanks as well as diversifying priorities 
from funding agencies55,56. We assessed how prediction accuracy 
decayed across globally diverse populations for 17 anthropometric 
and blood-panel traits in the UK Biobank (UKBB) when European-
derived summary statistics were used (Supplementary Note). In 
agreement with findings from previous studies, we found that the 
genetic prediction accuracy was far lower for other populations 
than for European populations: 1.6-fold lower in Hispanic/Latino 
Americans, 1.6-fold lower in South Asians, 2.0-fold lower in East 
Asians and 4.5-fold lower in Africans, on average (Fig. 3).

Prioritizing diversity shows early promise for PRS
Early diversifying GWAS efforts have been especially productive 
in addressing questions surrounding risk prediction. Rather than 
varying the prediction target dataset, some GWAS in diverse popu-
lations have increased the scale of non-European summary statistics 
and also varied the study dataset in multi-ancestral PRS studies23,24,40. 
These studies have shown that even when non-European cohorts 
are only a fraction of the size of the largest European study, they are 
likely to have disproportionate value for predicting polygenic traits 
in other individuals of similar ancestry.

Given this background, we performed a systematic evaluation 
of polygenic prediction accuracy across 17 quantitative anthropo-
metric and blood-panel traits and five disease endpoints in British 
and Japanese individuals23,57,58 by performing GWAS with the exact 
same sample sizes in each population. We symmetrically demon-
strate that prediction accuracy is consistently higher with GWAS 
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Fig. 2 | Demographic relationships, allele frequency differences and local LD patterns between population pairs. Data analyzed from 1000 Genomes. 
Population labels: AFR, continental African; EUR, European; EAS, East Asian. a, Cartoon relationships among AFR, EUR and EAS populations. b, Allele 
frequency distributions in AFR, EUR and EAS populations of variants from the GWAS catalog. c–e, Color axis shows LD scale (r2) for the indicated LD 
comparisons between pairs of populations; the same region of the genome for each comparison (representative region is chromosome 1, 51572–52857 
kilobases) among pairs of SNPs polymorphic in both populations is shown, illustrating that different SNPs are polymorphic across some population pairs 
and that these SNPs have variable LD patterns across populations.
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Predicted into Japanese Predicted into European
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summary statistics from ancestry-matched summary statistics  
(Fig. 4 and Supplementary Figs. 2–6). Keeping in mind the issues of 
comparability described above, we note that BioBank Japan (BBJ) 
is a hospital-based disease-ascertained cohort, whereas UKBB is a 
healthier-than-average59 population-based cohort; thus, differences 
in the observed heritability among these cohorts (rather than among 
populations) due to differences in phenotype precision are likely to 
explain the lower prediction accuracy from the BBJ GWAS summary 
statistics for anthropometric and blood-panel traits but the higher 
prediction accuracy for five ascertained diseases (Supplementary 
Table 2). Indeed, other East Asian studies have estimated higher 
heritability for some quantitative traits than BBJ by using the same 
methods, such as for height (h2 = 0.48 ± 0.04 in Chinese women60). 
Some statistical fluctuations in the relative differences in prediction 
accuracy across populations are likely to be driven by differences 
in heritability measured in each population and/or trans-ances-
tral genetic correlation (that is, of common variant effect sizes at 
SNPs common in two populations, Supplementary Figs. 7–10 and 
Supplementary Tables 2–5). These trans-ancestral correlation esti-
mates indicated that the effect sizes were mostly highly correlated 
across ancestries, and values for a few traits were somewhat lower 
than excepted (for example, height and body-mass index, with ρge = 
0.69 and 0.75, respectively). The prediction accuracy was far lower 
in individuals of African descent in the UKBB (Supplementary 
Figs. 4 and 11) when GWAS summary statistics from individuals of 
either European or Japanese ancestry were used, in agreement with 
decreased prediction accuracy with increasing genetic divergence 
(Figs. 3 and 4). These population studies demonstrate the power 
and utility of increasingly diverse GWAS for prediction, especially 
in populations of non-European descent.

Although many other traits and diseases have been studied in 
multi-ancestral settings, few studies have reported comparable 
metrics of prediction accuracy across populations. Cardiovascular 
research, for example, has led the charge toward clinical translation 
of PRS1. This enthusiasm has been driven by observations that a 
polygenic burden of coronary artery disease–increasing SNPs can 
confer monogenic-equivalent risk of cardiovascular disease, and 
PRS improve clinical models for risk assessment and statin pre-
scription that can decrease coronary heart disease and improve the 

efficiency of healthcare delivery5–7. However, many of these studies 
were conducted exclusively in European-descent populations, and 
few studies have rigorously evaluated population-level applicabil-
ity to non-Europeans. Those existing findings indeed demonstrate 
a large decrease in predictive utility in non-European populations11, 
though often with comparisons of odds ratios among arbitrary 
breakpoints in the risk distribution that make comparisons across 
studies challenging. To better clarify how polygenic prediction 
might be deployed in a clinical setting with diverse populations, 
more systematic and thorough evaluations of the utility of PRS 
within and across populations for many complex traits are still 
needed. These evaluations would benefit from rigorous evaluation 
of polygenic prediction accuracy, especially for diverse non-Euro-
pean patients61–63.

Clinical use of PRS may uniquely exacerbate disparities
Our impetus for raising these statistical issues limiting the gener-
alizability of PRS across populations stems from our concerns that, 
although they are legitimately clinically promising for improving 
health outcomes for many biomedical phenotypes, they may have 
a larger potential to raise health disparities than other clinical fac-
tors for several reasons. Because they provide opportunities for 
improving health outcomes, they inevitably will and should be pur-
sued in the near term, but we caution that a concerted prioritiza-
tion to make GWAS summary statistics easily accessible for diverse 
populations and a variety of traits and diseases is imperative, even 
when they are a fraction of the size of the largest existing European 
datasets. Individual clinical tests, biomarkers and prescription-drug 
efficacy may vary across populations in their utility but be funda-
mentally informed by the same underlying biology64,65. Currently, 
guidelines state that as few as 120 individuals may be used to define 
reference intervals for clinical factors (though often smaller num-
bers from only one subpopulation are used), and there is no clear 
definition of who is ‘normal’64. Consequently, reference intervals for 
biomarkers can sometimes deviate considerably by reported ances-
try66–68. Defining ancestry-specific reference intervals is clearly an 
important problem that can provide fundamental interpretability 
gains with implications for some major health benefits (for example, 
the need for dialysis and the development of type 2 diabetes on the 
basis of ancestry-specific serum creatinine and hemoglobin A1C 
reference intervals, respectively)67. Therefore, some biomarkers or 
clinical tests scale directly with health outcomes independently of 
ancestry, and many others may have distributional differences by 
ancestry but be equally valid after centering with respect to a readily 
collected population reference.

In contrast, PRS are uniformly less useful in understudied popu-
lations, owing to differences in genomic variation and population 
history13,14. No analogous solution of defining ancestry-specific ref-
erence intervals would ameliorate the health-disparity implications 
for PRS or fundamentally aid in interpretability in non-European 
populations. Instead, as we and others have demonstrated, PRS are 
unique in that even with multi-ancestral population references, 
these scores are fundamentally less informative in populations more 
diverged from the GWAS study cohorts.

The clinical use and deployment of genetic-risk scores must 
be informed by the issues surrounding tests that currently would 
unequivocally provide much greater benefit to the subset of the 
world’s population that is already on the favored end of health dis-
parities. In contrast, predictions for African-descent populations, 
which already endure many of the largest health disparities globally, 
are often marginally better, if at all, than at random (Fig. 4f). This 
population is therefore least likely to benefit from improvements in 
precision healthcare delivery from PRS with existing data, owing to 
human population history and study biases. This phenomenon is a 
major concern globally and especially in the United States, which 
already leads other middle- and high-income countries in both real 
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Fig. 3 | Prediction accuracy relative to European-ancestry individuals 
across 17 quantitative traits and 5 continental populations in the UKBB. All 
phenotypes shown here are quantitative anthropometric and blood-panel 
traits, as described in Supplementary Table 6, which includes discovery-
cohort sample sizes. Prediction target individuals do not overlap with the 
discovery cohort and are unrelated; sample sizes are shown in Supplementary 
Table 7. Violin plots show distributions of relative prediction accuracies, 
points show mean values, and error bars show s.e.m. values. Prediction R2 for 
each trait and population are shown in Supplementary Fig. 12.
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Leveraging functional genomic annotations 
and genome coverage to improve polygenic 
prediction of complex traits within and 
between ancestries

Zhili Zheng    1,2,3  , Shouye Liu1, Julia Sidorenko    1, Ying Wang    1, Tian Lin    1, 
Loic Yengo    1, Patrick Turley    4,5, Alireza Ani    6,7, Rujia Wang    6, 
Ilja M. Nolte    6, Harold Snieder    6, LifeLines Cohort Study*, Jian Yang    8,9, 
Naomi R. Wray    1,10, Michael E. Goddard11,12, Peter M. Visscher    1,13  
& Jian Zeng    1 

We develop a method, SBayesRC, that integrates genome-wide association 
study (GWAS) summary statistics with functional genomic annotations to 
improve polygenic prediction of complex traits. Our method is scalable 
to whole-genome variant analysis and re!nes signals from functional 
annotations by allowing them to a"ect both causal variant probability 
and causal e"ect distribution. We analyze 50 complex traits and diseases 
using ∼7 million common single-nucleotide polymorphisms (SNPs) and 96 
annotations. SBayesRC improves prediction accuracy by 14% in European 
ancestry and up to 34% in cross-ancestry prediction compared to the 
baseline method SBayesR, which does not use annotations, and outperforms 
other methods, including LDpred2, LDpred-funct, MegaPRS, PolyPred-S and 
PRS-CSx. Investigation of factors a"ecting prediction accuracy identi!es a 
signi!cant interaction between SNP density and annotation information, 
suggesting whole-genome sequence variants with annotations may further 
improve prediction. Functional partitioning analysis highlights a major 
contribution of evolutionary constrained regions to prediction accuracy 
and the largest per-SNP contribution from nonsynonymous SNPs.

Polygenic scores (PGSs) for complex traits are playing increasingly 
important roles in research and medical applications of the fast-growing 
genomic data from genome-wide association studies (GWASs)1. PGSs 
are used to provide evidence of polygenic adaptation of populations to 
different environments2, explore putative causal relationships between 
traits3, improve cost and efficiency of clinical trials4 and, perhaps most 
importantly, identify individuals with high genetic risk of complex 
diseases5–10, which opens up opportunities for preventative medicine, 
early intervention and personalized treatment11–13. However, the clinical 

application of PGSs is currently limited by the modest prediction accu-
racy for most complex diseases. Moreover, a substantial loss of predic-
tion accuracy is observed when applying PGSs across ancestries14–20.

The prediction accuracy of PGSs depends on the selection of SNPs 
in the model and the estimation of their effects. For cross-ancestry 
prediction, the accuracy further depends on the extent to which the 
linkage disequilibrium (LD) in the GWAS population matches that in the 
target population. Although mounting evidence suggests that com-
mon causal variants are shared across ancestry groups20,21, selecting 
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PGS are …
• Imperfect genetic predictors with inherently limited accuracy.

• Being evaluated in clinical settings and are often combined with 
other predictive measures to predict the total disease risk.

• Useful in risk stratification to better triage people into established 
screening programs.

• Available for an individual for all common diseases from birth. 

• being improved with more data and better methods, especially for 
its utility across ancestries.

Summary



PGS are not …

• Not diagnostic. 

• Not absolute risk and do not provide a baseline or timeframe for the 
progression of a disease.

• Not and never will be stand-alone predictors of common diseases.

• PGS accuracy will increase with GWAS sample size but are never going 
to be able to definitively predict complex conditions.

Summary



Practical 1: Computation of PRS using C+PT

https://cnsgenomics.com/data/teaching/GNGWS24/module5/Practical1_PRS.html

https://cnsgenomics.com/data/teaching/GNGWS24/module5/Practical1_PRS.html

