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Why Study Networks?

I Components of biological systems, e.g. genes, proteins,
metabolites, interact with each other to carry out different
functions in the cell.

I Examples of such interactions include signaling, regulation
and interactions between proteins.

I We cannot understand the function and behavior of biological
systems by studying individual components (2 + 2 6= 4!).

I Networks provide an efficient representation of complex
reaction in the cells, as well as basis for
mathematical/statistical models for the study of these
systems.
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Central Dogma of Molecular Biology (Extended)Omics – An Overview
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Beecher C., "The Human Metabolome" in "Metabolic Profiling: Its Role in 
Biomarker Discovery and Gene Function Analysis" eds. Harrigan G & 
Goodacre R, /Kluwer Academic Publishers (Boston), pps 311 -- 319 (2003).
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Networks in Biology: Gene Regulatory Interactions
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Networks in Biology: Gene Regulatory Networks
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Networks in Biology: Protein-Protein Interactions
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Networks in Biology: Protein-Protein Interaction (PPI)
Networks
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Networks in Biology: Metabolic Reactions
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Networks in Biology: Metabolic Pathways
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But Do Networks Matter?

I They Do!

I Recent studies have linked changes in gene/protein networks
with many human diseases.

Systems Biology and Emerging Technologies

Gene Networks and microRNAs Implicated in
Aggressive Prostate Cancer

Liang Wang,1 Hui Tang,2 Venugopal Thayanithy,3 Subbaya Subramanian,3 Ann L. Oberg,2

Julie M. Cunningham,1 James R. Cerhan,2 Clifford J. Steer,4 and Stephen N. Thibodeau1

1Departments of Laboratory Medicine and Pathology and 2Health Sciences Research, Mayo Clinic, Rochester, Minnesota; and
Departments of 3Laboratory Medicine and Pathology, 4Medicine, and Genetics, Cell Biology, and Development, University of
Minnesota, Minneapolis, Minnesota

Abstract
Prostate cancer, a complex disease, can be relatively harmless
or extremely aggressive. To identify candidate genes involved
in causal pathways of aggressive prostate cancer, we imple-
mented a systems biology approach by combining differential
expression analysis and coexpression network analysis to
evaluate transcriptional profiles using lymphoblastoid cell
lines from 62 prostate cancer patients with aggressive pheno-
type (Gleason grade ≥ 8) and 63 prostate cancer patients with
nonaggressive phenotype (Gleason grade ≤ 5). From 13,935
mRNA genes and 273 microRNAs (miRNA) tested, we identi-
fied significant differences in 1,100 mRNAs and 7 miRNAs with
a false discovery rate (FDR) of <0.01. We also identified a co-
expression module demonstrating significant association with
the aggressive phenotype of prostate cancer (P = 3.67 × 10−11).
The module of interest was characterized by overrepresenta-
tion of cell cycle–related genes (FDR = 3.50 × 10−50). From this
module, we further defined 20 hub genes that were highly
connected to other genes. Interestingly, 5 of the 7 differential-
ly expressed miRNAs have been implicated in cell cycle regu-
lation and 2 (miR-145 and miR-331-3p) are predicted to
target 3 of the 20 hub genes. Ectopic expression of these
two miRNAs reduced expression of target hub genes and sub-
sequently resulted in cell growth inhibition and apoptosis.
These results suggest that cell cycle is likely to be a molecular
pathway causing aggressive phenotype of prostate cancer.
Further characterization of cell cycle–related genes (particu-
larly, the hub genes) and miRNAs that regulate these hub
genes could facilitate identification of candidate genes re-
sponsible for the aggressive phenotype and lead to a better
understanding of prostate cancer etiology and progression.
[Cancer Res 2009;69(24):9490–7]

Introduction
Prostate cancer remains the most commonly diagnosed non–

skin cancer in men in the United States. Approximately one in
three men over the age of 50 years shows histologic evidence of
prostate cancer. However, only ∼10% will be diagnosed with clin-
ically significant prostate cancer, implying that most prostate can-

cers never progress to become life threatening. Thus far, little is
known about what makes some prostate cancers biologically ag-
gressive and more likely to progress to metastastic and potentially
lethal disease. Prostate cancer is a complex disease, believed to be
caused by variations in a large number of genes and their complex
interactions. Conventional approaches used to elucidate genetic
risk factors and genetic mechanisms include family-based linkage
analysis, pathway-based association study, and genome-wide asso-
ciation study. Among these approaches, genome-wide association
study has been very successful with over a dozen single nucleotide
polymorphisms identified with elevated risk to prostate cancer (1).
However, the observed associations have yet to be translated into a
full understanding of the genes or genetic elements mediating dis-
ease susceptibility. Furthermore, few prostate cancer risk variants
identified from genome-wide association study have any associa-
tion with clinical characteristics. This is not surprising because
these risk single nucleotide polymorphisms are identified by com-
paring prostate cancer cases with controls. Studies using case-case
design are clearly needed to identify associations of genetic var-
iants with aggressive prostate cancer.
Traditionally, microarray-based transcriptional profiling analysis

produces massive gene lists (usually based on P value) without
consideration of potential relationships among these genes. The
gene-by-gene approach often lacks a coherent picture of disease-
related pathologic interactions. To facilitate candidate gene discov-
ery, there is now an increasing interest in using a systems biology
approach. This approach allows for a higher order interpretation of
gene expression relationships and identifies modules of coex-
pressed genes that are functionally related, and eventually charac-
terizes causal pathways and genetic variants. Thus far, studies
using the approach have successfully identified disease-related
transcriptional networks and genetic variants that contribute to
the disease phenotypes (2–7). For example, an early study analyzed
the gene expression profiles in large population-based adipose tis-
sue cohorts and found a marked correlation between gene expres-
sion in adipose tissue and obesity-related traits. The systems
biology approach identified a core network module that was caus-
ally associated with obesity (2). This study has recently been vali-
dated through characterization of transgenic and knockout mouse
models of genes predicted to be causal for obesity phenotype (7).
Expression levels of many genes show abundant natural varia-

tion in species from yeast to human (8). Studies have shown
significant association of genetic polymorphisms with gene expres-
sion in a variety of human cell lines and tissues (9). In addition to
genetic factors, however, microRNAs (miRNA) are emerging as key
players in the regulation of gene expression. miRNAs are small
noncoding RNAs that control the expression of protein-coding
transcripts. Each miRNA has multiple target genes that are

Note: Supplementary data for this article are available at Cancer Research Online
(http://cancerres.aacrjournals.org/).

Requests for reprints: Liang Wang, Department of Laboratory Medicine and
Pathology, Mayo Clinic College of Medicine, 200 First Street Southwest, Rochester,
MN 55905. Phone: 507-284-9136; Fax: 507-266-5193; E-mail: wang.liang@mayo.edu.

©2009 American Association for Cancer Research.
doi:10.1158/0008-5472.CAN-09-2183

9490Cancer Res 2009; 69: (24). December 15, 2009 www.aacrjournals.org
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But Do Networks Matter?

Estrogen-Regulated Gene Networks in Human
Breast Cancer Cells: Involvement of E2F1 in the
Regulation of Cell Proliferation

Joshua D. Stender, Jonna Frasor, Barry Komm, Ken C. N. Chang, W. Lee Kraus, and
Benita S. Katzenellenbogen

Departments of Biochemistry (J.D.S.) and Molecular and Integrative Physiology (J.F., B.S.K.),
University of Illinois at Urbana-Champaign, Urbana, Illinois 61801-3704; Women’s Health and
Musculoskeletal Biology (B.K., K.C.N.C.), Wyeth Research, Collegeville, Pennsylvania 19426; and
Department of Molecular Biology and Genetics (W.L.K.), Cornell University, Ithaca, New York
14853-4203

Estrogens generally stimulate the proliferation of
estrogen receptor (ER)-containing breast cancer
cells, but they also suppress proliferation of some
ER-positive breast tumors. Using a genome-wide
analysis of gene expression in two ER-positive hu-
man breast cancer cell lines that differ in their
proliferative response to estrogen, we sought to
identify genes involved in estrogen-regulated cell
proliferation. To this end, we compared the tran-
scriptional profiles of MCF-7 and MDA-MB-
231ER� cells, which have directionally opposite
17�-estradiol (E2)-dependent proliferation pat-
terns, MCF-7 cells being stimulated and 231ER�
cells suppressed by E2. We identified a set of ap-
proximately 70 genes regulated by E2 in both cells,
with most being regulated by hormone in an oppo-
site fashion. Using a variety of bioinformatics ap-
proaches, we found the E2F binding site to be
overrepresented in the potential regulatory regions
of many cell cycle-related genes stimulated by es-

trogen in MCF-7 but inhibited by estrogen in
231ER� cells. Biochemical analyses confirmed
that E2F1 and E2F downstream target genes were
increased in MCF-7 and decreased in 231ER� cells
upon estrogen treatment. Furthermore, RNA inter-
ference-mediated knockdown of E2F1 blocked es-
trogen regulation of E2F1 target genes and re-
sulted in loss of estrogen regulation of
proliferation. These results demonstrate that reg-
ulation by estrogen of E2F1, and subsequently its
downstream target genes, is critical for hormone
regulation of the proliferative program of these
breast cancer cells, and that gene expression pro-
filing combined with bioinformatic analyses of
transcription factor binding site enrichment in reg-
ulated genes can identify key components associ-
ated with nuclear receptor hormonal regulation of
important cellular functions. (Molecular Endocrin-
ology 21: 2112–2123, 2007)

ESTROGENS STIMULATE THE growth of many
breast cancers via the estrogen receptor (ER) and,

therefore, the ER, a member of the nuclear hormone
receptor transcription factor family, has proven to be a
valuable target for endocrine-based therapies (1–5).
Upon hormone binding, ER exerts many of its effects
by interacting with DNA elements in target gene pro-
moters either directly or through tethering to other
transcription factors (6–10), and orchestrating the as-
sembly of coregulator and mediator proteins (11, 12),
chromatin remodeling complexes (13, 14), and the
basal transcription machinery to regulate transcription
(3, 13–19). In some manner, these transcriptional re-
sponses drive estrogen’s regulation of cell prolifera-

tion (20) and other functional changes in target cells
(21, 22). Understanding the manner in which estrogen
regulates the proliferation of breast cancer cells is key
to the development of novel targeted therapies for
cancer prevention and treatment.

Through the use of gene expression profiling with
DNA microarrays, 17�-estradiol (E2) has been found to
regulate diverse gene targets and functional pathways
in ER-containing cancer cells (23, 24). Although estro-
gen usually stimulates the proliferation of ER-contain-
ing human breast cancer cells, such as MCF-7 and
ZR75 (23, 25, 26) and of ER-positive breast tumors in
women, some breast cancer cells and tumors show
reduced proliferation and tumor regression when
treated with estrogen (27–32). The sequencing of the
human genome, in addition to allowing examination of
the effects of hormonal agents on a wide range of
genes, provides an opportunity to extract the potential
regulatory regions for all genes within a gene expres-
sion dataset. Bioinformatic analysis of these regula-
tory regions for transcription factor binding sites has
provided information about potential coordinated reg-

First Published Online June 5, 2007
Abbreviations: E2, 17�-Estradiol; ER, estrogen receptor;

ICI, the antiestrogen ICI 182,780; siRNA, small interfering
RNA.

Molecular Endocrinology is published monthly by The
Endocrine Society (http://www.endo-society.org), the
foremost professional society serving the endocrine
community.

0888-8809/07/$15.00/0 Molecular Endocrinology 21(9):2112–2123
Printed in U.S.A. Copyright © 2007 by The Endocrine Society
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But Do Networks Matter?

Cancer Cell

Article

A Transcriptional Signature and Common
Gene Networks Link Cancer with Lipid
Metabolism and Diverse Human Diseases
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SUMMARY

Transcriptional profiling of two isogenic models of transformation identifies a gene signature linking cancer
with inflammatory and metabolic diseases. In accord with this common transcriptional program, many drugs
used for treatment of diabetes and cardiovascular diseases inhibit transformation and tumor growth.
Unexpectedly, lipid metabolism genes are important for transformation and are upregulated in cancer
tissues. As in atherosclerosis, oxidized LDL and its receptor OLR1 activate the inflammatory pathway
through NF-kB, leading to transformation. OLR1 is important for maintaining the transformed state in devel-
opmentally diverse cancer cell lines and for tumor growth, suggesting a molecular connection between
cancer and atherosclerosis. We suggest that the interplay between this common transcriptional program
and cell-type-specific factors gives rise to phenotypically disparate human diseases.

INTRODUCTION

Clinical and epidemiological studies have linked cancer and other

chronic medical conditions. For example, patients diagnosed

with metabolic syndrome, inflammatory diseases, and autoim-

mune conditions show increased incidence and aggressiveness

of tumor formation (Giovannucci, 2007; Mantovani et al., 2008;

Pischon et al., 2008). Conversely, diabetics treated with metfor-

min to lower insulin levels have reduced levels of cancer in

comparison to untreated individuals (Hsu et al., 2007; Larsson

et al., 2007). Smoking is linked not only to lung cancer, but also

to cardiovascular and other diseases. In general, the molecular

bases of these links among diseases are poorly understood.

Inflammation is commonly associated with cancer formation

and progression, and it is estimated that 15%–20% of all cancer

related deaths can be attributed to inflammation and underlying

infections (Mantovani et al., 2008). Inflammatory molecules are

elevated in many forms of cancer, and they provide growth

signals that promote the proliferation of malignant cells (Balkwill

and Mantovani, 2001; Karin, 2006; De Marzo et al., 2007; Naugler

and Karin, 2008; Pierce et al., 2009). Constitutively active NF-kB,

the key transcription factor that mediates the inflammatory

response, occurs in many types of cancer, and mouse models

provide evidence for a causative role of NF-kB in malignant

conversion and progression (Luedde et al., 2007; Naugler and

Karin, 2008; Sakurai et al., 2008).

Significance

Although there are epidemiological and clinical connections between cancer and other diseases, the molecular bases of
these connections are not well understood. mRNA expression profiling in two isogenic models of cellular transformation
identifies a transcriptional signature and underlying gene regulatory networks that underlie diverse human diseases. In
addition, it reveals the heretofore unappreciated importance of lipid metabolism to cellular transformation as well as the
connection of cancer to atherosclerosis. These observations lead to the view that a variety of phenotypically diverse disease
states are nevertheless linked through a common transcriptional program involving inflammatory and metabolic pathways.

348 Cancer Cell 17, 348–361, April 13, 2010 ª2010 Elsevier Inc.
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But Do Networks Matter?

And, incorporating the knowledge of networks improves our ability
to find causes of complex diseases.

REPORT

Network-based classification of breast cancer
metastasis

Han-Yu Chuang1,5, Eunjung Lee2,3,5, Yu-Tsueng Liu4, Doheon Lee3 and Trey Ideker1,2,4,*

1 Bioinformatics Program, University of California San Diego, La Jolla, CA, USA, 2 Department of Bioengineering, University of California San Diego, La Jolla, CA, USA,
3 Department of Bio and Brain Engineering, Korea Advanced Institute of Science and Technology, Daejeon, Korea and 4 Cancer Genetics Program, Moores Cancer
Center, University of California San Diego, La Jolla, CA, USA
5 These authors contributed equally to this work
* Corresponding author. Department of Bioengineering, University of California San Diego, La Jolla, CA 92093, USA. Tel.: þ 1 858 822 4558; Fax: þ 1 858 534 5722;
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Mapping the pathways that give rise to metastasis is one of the key challenges of breast cancer
research. Recently, several large-scale studies have shed light on this problem through analysis of
gene expression profiles to identify markers correlated with metastasis. Here, we apply a protein-
network-based approach that identifies markers not as individual genes but as subnetworks
extracted from protein interaction databases. The resulting subnetworks provide novel hypotheses
for pathways involved in tumor progression. Although genes with known breast cancer mutations
are typically not detected through analysis of differential expression, they play a central role in the
protein network by interconnecting many differentially expressed genes. We find that the
subnetwork markers are more reproducible than individual marker genes selected without
network information, and that they achieve higher accuracy in the classification of metastatic
versus non-metastatic tumors.
Molecular Systems Biology 16 October 2007; doi:10.1038/msb4100180
Subject Categories: molecular biology of disease; metabolic and regulatory networks
Keywords: breast cancer metastasis; classification; protein networks; pathways; microarrays

This is an open-access article distributed under the terms of the Creative Commons Attribution License,
which permits distribution, and reproduction in any medium, provided the original author and source are
credited. This license does not permit commercial exploitation or the creation of derivative works without
specific permission.

Introduction

Distant metastases are the main cause of death among breast
cancer patients (Weigelt et al, 2005). Clinical and pathological
risk factors, such as patient age, tumor size, and steroid
receptor status, are commonly used to assess the likelihood of
metastasis development. When metastasis is likely, aggressive
adjuvant therapy can be prescribed which has led to significant
decreases in breast cancer mortality rates (Weigelt et al, 2005).
However, for the majority of patients with intermediate-risk
breast cancer, the traditional factors are not strongly predictive
(Wang et al, 2005). Accordingly, approximately 70–80%
of lymph node-negative patients may undergo adjuvant
chemotherapy when it is in fact unnecessary (van ‘t Veer
et al, 2002). Moreover, it is believed that many of the current
risk factors are likely to be secondary manifestations rather
than primary mechanisms of disease. An ongoing challenge is
to identify new prognostic markers that are more directly
related to disease and that can more accurately predict the risk
of metastasis in individual patients.

In the recent years, an increasing number of disease markers
have been identified through analysis of genome-wide
expression profiles (Golub et al, 1999; Alizadeh et al, 2000;
Ben-Dor et al, 2000; Ramaswamy et al, 2003). Marker sets are
selected by scoring each individual gene for how well its
expression pattern can discriminate between different classes
of disease. In breast cancer, two large-scale expression studies
by van ‘t Veer et al (2002) and Wang et al (2005) each identified
a set of B70 gene markers that were 60–70% accurate for
prediction of metastasis, rivaling the performance of clinical
criteria. Strangely, however, these marker sets shared only
three genes in common, with the first set of markers predicting
metastasis less successfully when scoring patients from the
second study, and vice versa (Ein-Dor et al, 2006). One
possible explanation for the different marker sets is that
changes in expression of the relatively few genes governing
metastatic potential may be subtle compared to those of the
downstream effectors, which may vary considerably from
patient to patient (Symmans et al, 1995; Ein-Dor et al, 2005;
Tomlins et al, 2005).

& 2007 EMBO and Nature Publishing Group Molecular Systems Biology 2007 1

Molecular Systems Biology 3; Article number 140; doi:10.1038/msb4100180
Citation: Molecular Systems Biology 3:140
& 2007 EMBO and Nature Publishing Group All rights reserved 1744-4292/07
www.molecularsystemsbiology.com
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Why Do We Need Network Inference?

I Despite progress, our knowledge of interactions in the genome
is limited.

I The entire genome is a vast landscape, and experiments for
discovering networks are very expensive

I From a statistical point of view, network estimation is related
to estimation of covariance matrices, which has many
independent applications in statistical inference and prediction
(more about this later)

I Finally, and perhaps most importantly, gene and protein
networks are dynamic and changes in these networks have
been attributed to complex diseases.
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Networks: A Short Premier

I A network is a collection of nodes V and edges E .

I We assume there are p nodes in the network, and that the
nodes correspond to random variables X1, . . .Xp.

I Edges in the network can be directed X → Y or undirected
X − Y .

1 2

3

1 2

3

1 2

3

G1 G2 G3

I In all these example, the nodes are V = {1, 2, 3}.
I The edges are:

E1 = {1− 2, 2− 3}
E2 = {1→ 3, 3→ 2}
E3 = {1− 2, 1→ 3}
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Networks: A Short Premier

I A convenient way to represent the edges of the network is to
use an adjacency matrix A

I A matrix is a rectangular array of data (similar to a table)

I Values in each entry are shown by indeces of row and column

A =

 . x .
. . .
. . .

Here, x is in row 1 and column 2

I Adjacency matrix is a square matrix, which has a 1 if there is
an edge from a node in one row to a node in another column,
and 0 otherwise

I For undirected edges, we add a 1 in both directions

c©Ali Shojaie SISG: Pathway & Networks 16
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Networks: A Short Premier

1 2

3

1 2

3

1 2

3

G1 G2 G3

A =

 0 1 0
1 0 1
0 1 0

A =

 0 0 1
0 0 0
0 1 0

A =

 0 1 1
1 0 0
0 0 0


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Networks: A Short Premier
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What Do Edges in Biological Networks Mean?

I In gene regulatory networks, an edge from gene i to gene j
often means that i affects the expression of j ; i.e. as i ’s
expression changes, we expect that expression of j to
increase/decrease.

I In protein-protein interaction networks, an edge between
proteins i and j often means that the two proteins bind
together and form a protein complex. Therefore, we expect
that these proteins are generated at similar rates.

I In metabolic networks, an edge between compound i and j
often means that the two compounds are involved in the same
reaction, meaning that they are generated at relative rates.

I Thus, edges represent some type of association among genes,
proteins or metabolites, defined generally to include linear or
nonlinear associations; more later....
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Statistical Models for Biological Networks

I We use the framework of graphical models

I In this setting, nodes correspond to “random variables”
I In other words, each node of the network represents one of

the variables in the study
I In gene regulatory networks, nodes ≡ genes
I In PPI networks, nodes ≡ proteins
I In metabolic networks, nodes ≡ metabolites

I In practice, we observe n measurements of each of the
variables (genes/proteins/ metabolites) for say different
individuals, and want to determine which variables are
connected, or use their connection for statistical analysis
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An Overview of Methods for Network Inference

Two general classes of network inference methods :
I Methods based on marginal measures of association:

I Co-expression Networks (uses linear measures of association)
I Methods based on mutual information (can accommodate

non-linear associations)

I Methods based on conditional measures of association:
I Methods assuming (multivariate) normality (glasso, etc)
I Generalizations to allow for nonlinear dependencies
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Our Plan

In the remainder of this module, we will cover the following topics
I Methods for reconstructing undirected networks

I Marginal association (co-expression) nets (WGCNA, ARACNE)
I Conditional independence graphs (CIGs)

I Network analysis (and more on WGCNA)
I Methods for reconstructing directed networks

I Bayesian Networks (basic concepts, reconstruction algorithm)
I Reconstructing directed networks from time-course data and

perturbation screens (time permitting)

I Network-based pathway enrichment analysis

I Network-based omics data integration
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