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The Cholesky Approach: A Cautionary Note 
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Attention is called to a common misinterpretation of a bivariate Cholesky analysis as if  
it were a common and specific factor analysis. It is suggested that an initial Cholesky 
behavior genetic analysis should often be transformed into a different form for interpre- 
tation. Formulas are provided for four transformations in the bivariate case. 
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Cholesky factoring, or tr iangular decomposi -  
tion, is becoming a popular  approach to mult ivar-  
iate behavior  genetic problems (see, e.g., Neale  and 
Cardon, 1992). In such a procedure,  illustrated in 
Fig. 1 for three variables,  the first latent variable,  
F~, has effects on all the variables  V~ to V3; the 
second, F2, is uncorrelated with the first and has 
effects on the remaining variables  V2 and V3; and 
the last, F3, is specific to V 3. One use o f  the Cho- 
lesky procedure is in temporal  contexts. For  ex- 
ample,  Vt to V 3 might  represent measurements  o f  
some variable at three successive times. In this 
case, F~ would represent causes present  at t ime 1 
which affect the observed variable at t ime 1 and on 
subsequent occasions; F2 would represent addi- 
tional causes which arise by  t ime 2 and whose ef- 
fects are added to those o f  F1 f rom time 2 on; and, 
finally, F3 represents new causes at t ime 3 which 
affect only the last measurement ,  V 3. 

However ,  a Cholesky decomposi t ion can also 
represent a multivariate analysis o f  s imultaneously 
measured variables considered in some rationally 
defined order o f  priority. In this case, F 1 is assigned 
the first priority, to explain V t and as much  o f  V 2 
and /I3 as it can. Then Fz, given second priority, 
explains what is left o f  V 2 and as much  as it can 
o f  V 3. Finally, F 3 takes care o f  what  is left o f  V 3. 

1Department of Psychology, University of Texas, Austin, 
Texas 78712. E-mail: loehlin@psy.utexas,edu. 

\ 

\ 

,) 

Fig. 1. Example of Cholesky decomposition. F~, F2, and F3, 
Cholesky factors; Vl, V~, and V3, variables. 

It should be emphas ized  that the explanation ar- 
r ived at depends on the o r d e r i n g - - i f  we had con- 
sidered the latent variables  in the reverse order, F 3 
would be a factor with paths to all the variables,  
and F~ a residual. Only  in the case o f  uncorrelated 
variables is the order o f  selection immaterial.  

Any o f  the six possible  orderings o f  the three 
latent variables  in Fig. 1 explains the variance--co- 
variance matr ix  among  the variables equally well. 
Any solution can be t ransformed into any other at 
will. The justification o f  one over  another as an 
explanation o f  the data depends entirely on the 
logic underlying the sequence in which the varia-  
bles are considered. In the temporal  case, there is 
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a compell ing underlying ordering, that o f  t ime se- 
quence. In the general multivariate case, the order- 
ing must  be rationally justified. In many situations, 
rather than undertake such a justification, a user 
might prefer  to transform an initial Cholesky so- 
lution into some alternative form that does not 
make this demand, along lines to be discussed 
shortly. 

In typical behavior-genetic applications, each 
o f  the latent variables in a Cholesky analysis is de- 
composed into genetic and environmental compo-  
nents by obtaining data on the observed variables 
in an appropriate sample o f  twins, adoptees, or 
other relatives. An example o f  such a decomposi-  
tion is given in Fig. 2, based on the familiar A, C, 
and E model  o f  additive effects, common environ- 
mental  effects, and unique environment plus error 
(e.g., Heath et  al., 1989). Other variations, such as 
solving for D instead o f  C, dividing the C or E 
term into more than one component,  and so on, 
would follow the same principles. 

A common misinterpretation o f  Cholesky 
analyses in the bivariate case is illustrated by Fig. 
3. (For simplicity, all latent and observed variables 
are assumed to be in standard-score form.) The 
analysis on the left, labeled (i), is a Cholesky anal- 
ysis, with variable A taken as primary. Ft  is the 
sole cause o f  variable A and a partial cause o f  B. 
F 2 is a residual, representing the variance in B in- 
dependent  o f  F1 and A. The analysis on the right, 
(ii), is a common and specific factor analysis, with 
F c a factor affecting both A and B, and F A and FB 
factors specific to A and B, respectively. The error 
is to speak o f  analysis (i) as though it were analysis 
(ii). An example would be to take a two-occasion 
measurement  analyzed by a Cholesky model and 
describe the genetic component o f  F~ as represent- 
ing common genetic influences or genetic influ- 
ences affecting the phenotype at both ages (e.g., 
Plomin et  al.,  1994, p. 209). This latent variable 
does include such influences, so the statement is 
not entirely incorrect, but it also includes genetic 
influences that are no t  common to both ages but 
specific to time 1. Another example (Dul ly  et  al.,  
1994) involves two variables measured concur- 
rently. Two indices o f  Type A personality were an- 
alyzed via a bivariate Cholesky analysis. The 
variance corresponding to A and E components  o f  
F~ is described as " c o m m o n  additive gene t ic"  and 
" c o m m o n  unshared environment"---despi te  the 
likely presence o f  a specific component  in the for- 

Fig. 2. Cholesky factors of Fig. 1 decomposed into additive 
genetic (A), common environmental (C), and unshared envi- 
ronmental (E) components. 

( i )  (~i) 

.77 6O 

tAB = .64 t A B  -- . 64  

Fig. 3. Bivariate Cholesky model (i) compared to common and 
specific factors model (ii). A and B, observed variables. F~ and 
F2, Cholesky factors. F o common factor; FA and FB, specific 
factors. 

mer, and the almost certain presence o f  one in the 
latter. In still other cases o f  Cholesky analyses, al- 
though the description o f  the analysis is accurate, 
a full justification o f  the ordering o f  the variables 
is skimpy or absent (e.g., Truett  e t  al.,  1992). 

In cases such as the above, the straightforward 
separation o f  influences into those that are shared 
and those that are specific would require a model  

' o f  type (ii) rather than that o f  type (i). Type  (ii) 
models are not generally solvable in the bivariate 
case, unless additional restrictions are imposed. On 
possibility is to require the paths from Fc to A and 
B to be equal. An example is provided by  Schmitz 
e t  al. (1994). A model o f  type (ii) was fit to data 
on early childhood Internalizing and Externalizing 
behaviors by equating the paths to the two variables 
f rom the common A, C, and E factors. (Note that 
such a procedure normally makes sense only i f  the 
two variables are measured on comparable scales 
or are standardized.) With three or more variables, 
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( i )  

total A residual B 

( i i )  

specific A common specific B 

( i i i )  
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Fig. 4. Five alternative bivariate behavior genetic models: (i) Cholesky, (ii) common and specific factors, (iii) correlated factors, 
(iv) simplex, and (v) opposite Cholesky. In squares, A and B observed variables. In circles, A, C, and E, additive genetic, common 
environmental, and unshared environmental latent variables. Correlations: rA, rc, and rE, additive genetic, common environmental, 
and unshared environmental correlations between corresponding components of A and B. Paths: hA, CA, eA, hB, C8, and eB, additive 
genetic, common environmental, and unshared environmental paths corresponding to univariate analyses of A and B; x, y, z, u, v, 
w, o, p, and q, residuals; bA, bc, and bE, paths between additive genetic, common, environmental, and unshared environmental 
latent variables at times A and B. Remaining path labels arbitrary, for use in Table I equations. 

m o d e l  (ii) b e c o m e s  the  s t anda rd  S p e a r m a n  m o d e l  
o f  a gene ra l  p lus  spec i f ic  fac tors  and,  as  such,  is 
so lvab l e  excep t  in spec ia l  cases .  S o m e  recen t  be -  
h a v i o r - g e n e t i c  e x a m p l e s  i nc lude  B a k e r  e t  al.  

(1991) ,  Buh r i ch  e t  al. (1991) ,  and  Pe t r i l l  and  
T h o m p s o n  (1993).  

It w o u l d  be  ea sy  to a s s u m e  that  at leas t  the  
r e s idua l s  for  the  s e c o n d  va r i ab l e  in t ype  (i) and  
type  (ii)  m o d e l s  are  the  same,  bu t  t hey  are  not.  
F igu re  3 con ta ins  n u m e r i c a l  va lue s  d e r i v e d  f rom an 
a s s u m e d  o b s e r v e d  co r r e l a t i on  o f  0 .64 b e t w e e n  A 

and  B. N o t e  that  the spec i f i c  con t r ibu t ion  to B dif -  
fers  d e p e n d i n g  on  w h i c h  m o d e l  is b e i n g  c ons id -  
ered.  If, as in (ii),  a c o m m o n  fac tor  e qua l l y  
co r r e l a t ed  w i th  A and  B is a s sumed ,  64% o f  B ' s  
va r i ance  is e x p l a i n e d  b y  it, and  36% is res idua l .  
Bu t  i f  m o d e l  (i) is a s s u m e d ,  on ly  4 1 %  o f  B ' s  var -  
i ance  is e x p l a i n e d  b y  F~ and  59% is res idua l .  Thus  
even  an a n a l y s i s  o f  j u s t  the  s e c o n d  va r i ab l e  in to  a 
par t  sha red  wi th  the  rfirst and  a par t  that  is speci f ic  
(cf. D u f f y  e t  a l . ,  1994, p. 473)  can  be  m i s l e a d i n g ,  
i f  b a s e d  on  a C h o l e s k y  ana lys i s .  A s  a l w a y s  in la ten t  
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M o d e l  (i i) ,  

c o m m o n  a n d  spec i f i c  

T a b l e  1. T r a n s f o r m i n g  B i v a r i a t e  C h o l e s k y  (i)  to O t h e r  M o d e l s  in  F ig .  4 

( A l l  L a t e n t  a n d  O b s e r v e d  V a r i a b l e s  A s s u m e d  S t a n d a r d i z e d )  

M o d e l  ( i i i ) ,  
c o r r e l a t e d  f ac to r s  M o d e l  ( iv) ,  s i m p l e x  M o d e l  (v) ,  o p p o s i t e  C h o l e s k y  

m = 

n = 

uA = VhA ~ - F 
v A = ~CA 2 -- m 2 

W A -~- "t~/eA2 - -  n 2 

u a = X/i 2 + : c a  2 -- F 

va = -~/j2 + ya2 _ m 2 

w a = ~/k 2 +  zs  2 -- n 2 

ca = "v~ 2 + yB 2 Ca s a m e  as  ( i i i )  cB 
ea = ",/k-'TT za 2 ea eB 

rA = VhB ba = #ha r =  ihA/h B 

rc =j/cB bc =flcB s =jcA/cB 
rE = k /eB bE = k /eB t =  k e A / e  s 

cA same as (i) CA same as (i) YA = ~/~A 2 -- S2 
e A e A  ZA = e~A 2 -- t 2 

o = ",/1 - bA ~ 
p = X/I - bc 2 
q = X/1 - bl~ 2 

same as (iii) 

variable modeling,  care m u s t  be taken that the lan- 
guage used in the interpretation corresponds to the 
analysis that was  actually carried out. 

One possible way  to proceed in many  cases is 
to obtain an initial Cholesky solution and t ransform 
it into the desired form for interpretation. Alterna-  
t ively, one could fit the desired solution directly, 
but the Cholesky is easy to program and solve, and 
provides a reasonable starting point i f  one wants  to 
look at several alternatives. [Some mathemat ica l  
virtues o f  the Cholesky solution are discussed by  
Neale  and Cardon (1992).] 

Figure 4 represents five solutions for the two-  
variable case. Models  (i) and (ii) are the A , C , E  ver-  
sions o f  the diagrams in Fig. 3 - - t h e  Cholesky and 
a c o m m o n  and specific factor model.  Model  (iii) is 
what  Neale  and Cardon (1992, p. 270) call the 
"cor re la ted  f ac to r s "  model.  In this, each variable 
is separately decomposed  into its genetic and en- 
v i ronmental  components ,  and the correlations o f  
these across variables are estimated. Thus, for ex- 
ample,  variables A and B might each be highly her- 
itable but be influenced by  different genes (rA = 
0). At  the same time, it might  be  that the few en- 
vi ronmental  events that do affect A and B tend to 
influence b o t h - - w h e t h e r  these events are shared by  
family  member s  or unique to an individual (rc and 
r E large). Model  (iv) is a s implex (e.g., B o o m s m a  
and Molenaar ,  1987), in which causes present at 

t ime A partially persist  until t ime B (the regressions 
bA, etc.), at which t ime new causes m a y  enter (the 
residuals). Finally, model  (v) is a second Cholesky 
analysis taking trait B as p r i m a r y - - o n e  might  
somet imes  want to consider  how different the ef- 
fects are o f  making the two ext reme assumptions  
about  the causal priority o f  A and B. 

Table I gives simple formulas  for t ransforming 
the bivariate Cholesky solution in (i) into any  o f  
the other four. Those for the correlated factors so- 
lution (iii) are given in a slightly different fo rm by  
Neale  and Cardon (1992, p. 272). It should be  em- 
phasized that these are all al ternative ways  o f  look- 
ing at the same facts. All produce  exact ly  the same 
implied var iance-covar iance  matr ix  and, hence,  the 
identical overall goodness  o f  fit. However ,  they 
represent different causal models  o f  what  is going 
on, and the differences in the values o f  their paths 
reflects this fact. 

Unless a strict logical priori ty holds be tween  
variable A and variable B, models  (ii) and (iii) are 
l ikely to be the most  readily interpretable. Model  
(i) should remain useful for dealing with a single 
variable measured on two occasions,  a l though (iv), 
(ii), and (iii) can also be employed  in this c o n t e x t - -  
the last as reflecting genetic and environmenta l  cor- 
relations over  t ime (e.g., P lomin and DeFries,  
1981). It should be noted that a g iven t ransforma-  
tion m a y  not always be possible.  The applicat ion 
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of  a formula can sometimes lead to impossible  re- 
suits, such as a negative square root or a negative 
residual variance. This s imply means  that a model  
o f  the desired form will not do the job.  However ,  
a variant o f  the solution constrained to avoid the 
undesirable feature may  still be acceptable.  This is 
p robably  best achieved by fitting the desired variant  
directly, with the necessary constraints imposed.  It 
should also be noted that s imple t ransformational  
formulas  o f  the present kind do not necessari ly gen- 
eralize easily to larger numbers  o f  variables,  al- 
though the interpretational issues apply to such 
cases as well. 

In summary,  the approach to mult ivariate be- 
havior-genetic analysis via Cholesky decomposi -  
tion can be a useful first step, but one that should 
be interpreted with care and, in many  cases, not 
left as a final solution. One can make  an analogy 
to the use o f  principal components  in factor anal- 
ysis: principal components  are computat ional ly  
convenient  and have many  attractive mathemat ical  
properties, but they are usually not interpreted 
without further transformation. In fact, it is o f  some 
interest that the Cholesky procedure was i tself  at 
one t ime in use in factor analysis as a method o f  
initial factoring, under  the rubric o f  the diagonal 
method (Harman,  1976, p. 101). The further de- 
ve lopment  and use o f  rotational or other transfor- 
mational  procedures for fol lowing up initial solu- 
tions in behavior  genetic analysis would seem to 
be a worthwhile goal, as pointed out some years 
ago by Crawford and DeFries (1978). 
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